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I. INTRODUCTION AND FORMULATION OF THE PROBLEM

During the recent past, there has been considerable interest In various
classes of polynomial spline functions and the minimization problems which
arise when these classes are endowed with the Chebyshev norm. The prototype
of all these problems is Chebyshev's: Find the polynomial PIII-I(X) of degree
at most 111- I such that the quantity

max x'" - Pm-l(X)!
-1 x· 1

is minimal; this leads to the classical monic Chebyshev polynomials. Much
later the problem was generalized to the case of monosplines (see [3, 9]).
For example, Johnson considered the problem of minimizing the quantity

where Sm-ulx) is any spline function of degree m I with k simple knots,
and he was able to characterize the unique solution to this problem in terms
of certain alternation properties.

More recently, Schoenberg and the present author have been considering
another important class of functions: theperfeet splines. To define this class
let m and k bc natural numbers. A function P(x) is a perfect spline of degree In

having k distinct simple knots in the open interval (- I, 1) if there are points
I Xl x~ X" 1 such that

'This paper constitutes a doctoral thesis prepared under the guidence of Professor
I. J. Schoenberg and submitted to the University of Wisconsin, Madison. The author
would like to express his deer arrreciation to Professor Schoenberg for his constant
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(a) the restrictions of Pix) to each of the intervals I, x J l,
(x] , x 2), ... , (XI, .] , XI,')' (Xl. ' I) are polynomials of degree III,

(b) P(x),=C"'-I[-I, I],

(c) i pliul(X) III!. except at the knots, where the IIIth derivative
may fail to exist.

We denote the class of such functions by .1;'1.1. . This definition is due to
Glaeser [2]. However, earlier such functions played a central role in some of
Favard's work on interpolation with functions whose mth derivatives are of
minimal sup-norm [I].

While deriving best possible inequalities between the norms of the
derivatives of a function defined on the half line [8J, Schoenberg and the
author were lead once again to the notion of a perfect spline. As a small part
of this work, we considered the following problem of Chebyshev type:
Determine within the class of perfect splines ·'1;'11, the perfect spline P",.I.,(X)

of least L, -norm on [ I. I], i.e .. find P,,,.! such that

p,,,.;., inf sup Pix) . (1.1)
Pe::,;P"I,i. -1. ,I;' 1

In the case where k 0, this reduces to the classical Chebyshev problem.
Since the k knots are themselves variable, we see that the familyY;u,I, depends
on m! k parameters, and so we should expect the optimal solution to have
117 k I points at which the extreme values ,P",.f" are assumed with
alternating sign. This indeed turned out to be the case and we established the
following theorem [8J.

THEORE\1. There is a unique P,,'.I,(X) sari.sjying (1.1) and it is a perfect spline
of degree III with k simple knots. Moreover, p,u.I,(x) has precise(J' 171 k I
points at' ('quioscillation, and this characterizes the optimal solution to ( 1.1 ).

As a simple illustration of this theorem, we can construct explicitly P2 •1

for arbitrary Ie say k 3. Let T2(x) be the quadratic Chebyshev polynomial
pictured in Fig. I, and let:\ f3 be its two zeros. In Fig. 2, we have started
with TJx), cut off at /3. Then we have attached on arcs of TJx} restricted to
[Ct, j3J, but inverting them as necessary to obtain a Cl composite function.
Finally on [rJ , hJ we describe an arc identical to Tlx) restricted to [t, IJ.

FIGURE 1 FIGURE 2
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Let m by any natural number and let r - I, O. 1..... 111- I.
-=~P(x): consisb of all functions with the following two

Thus. ~2 ~l= ~;\- ~2 = (3 -x. By a change of variables converting the
interval [a. h] to [--I, I] and normalizing the new function so that its highest
degree coefficients are __ I, we obtain a perfect spline satisfying the conditions
of the above theorem. Indeed, m L k ! I 2 3 1 I .~ 6. which is
precisely the number of extrema exhibited in Fig. 2.

For higher degrees, constructions analogous to the above break down
because we fail to get composite functions of a sufficiently high continuity
class. However. by using the methods of linear programming together with
ditlerential corrections for the nonlinear parameters. these optimal perfect
splines can be computed with some accuracy (see [8]).

One of the beauties of spline function theory is that. unlike polynomials.
a spline function can remain bounded on the whole real axis. provided, of
course. it can have infinitely many knots. This being the case, it is natural
to pose certain Chebyshev-like problems for splines on the entire real axis.
instead of a finite interval. For the monospline case, the problem was
elegantly handled by Schoenberg and Ziegler [9]. and we wish now to
investigate the perfect spline case. Specifically we consider the following class
of functions.

DEFINITION.

The classY","
properties:

(i) p(x) C(R).

(ii) Let v be any integer. P(x) restricted to [21" 2v~ I] is a p.;)lynomial
of degree IJI with highest term XU'. P(x) restricted to [2v - I. 2v] is a poly­
nomial of degree IJI with highest term --x"'.

The case when r-1 means that (i) is vacuous, there being no continuity
requirements between the separate polynomial components of P(x). Clearly

P'd')(X) m' ,except at the integers where the mth derivative is undefined,
and so the word "perfect," in the sense of Glaeser, applies to our class. Also,
the knots have been fixed at the integers, and so we deal with the so-called
cardinal splines [7]. Therefore, it is appropriate to call the functions defined
above cardinal perfect splines of degree m with IJI -- r fold knots. Our main
concern then is the following problem.

Problem. To determine
P(x) E 3",,,r

having least Chebyshev norm

" p 100= sup I P(x).
I'FR

This problem can be solved using the ideas of Schoenberg and Ziegler [9].
Our results complement and in some sense complete their work.
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2. Tm CASES r- -I A"D r Iil

We can dispose of these two extreme cases rather easily. The problem is
indeed quite trivial when r I. for then there is no continuity requirement
at the integers. To describe the optimal perfect spline, let us denote by 1'",(x)
the usual Chebyshev polynomial for [ I. I]. Set

P(x) -
\2 21i/IT/}/(2x I)

I 2 2,,, II~n(2.y 3)
o
I

x
x

1.
2.

and extend this definition periodically with period 2. So P(x),' f,} and
clearly solves the problem for this case.

For r -~ 111 I we need the so-called Euler polynomials EIi/(x), defined as
the polynomial solution of the functional equation

1({(x I) tcy)) (2.1 )

It is easily seen that the Euler polynomials satisfy the boundary conditions

J' O. I.... , III 12.2)

if Iil I and that they are thereby determined up to an additive constant and
a multiplicative scalar factor. From these relations we see that the extension
£Ii/(x). defined by

fn,(x) E/I'(x) for 0 x 12.3)

and

E,,,(x
,

I) -E",l.\) for all x. 12.4)

is a spline function of period 2 with simple knots at the integers. Following
Schoenberg [7] we call this composite function the Euler spline. Now from
(2. J) we find that the Euler polynomials satisfy the differential eq uation

\2.5)

and so

m'
whence

(2.6)

We can now prove our first theorem.

THEOREM I. Or all P(x) E.J?;:;l, only £Ii/(x) has least sup-norm.
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Proof For suppose to the contrary that there exists P(x) e ;~;::-l and

P(X)i'o ! E",(x)[!" . Then S(x) = Ert/(x)-- P(x) is a polynomial of degree
at most m - I. Because of the oscillatory behavior of E,Jx), Sex) must have
infinitely many zeros; hence, Sex) O. I

3. RESULTS FOR 0 r 111-2

In this section we shall simply describe the results and defer the proofs to
the later sections.

We have just seen that in the two extreme cases. our problem is solved by
appropriate extensions of either the Chebyshev polynomials or the Euler
polynomials. For the intermediate cases 0 r m 2, a solution will
depend on a new type of polynomiaL and since these new polynomials will
enjoy a blend of the properties of the Chebyshev and Euler polynomials,
we would like to call them the Euler-Chebyshev polynomials, or more
shortly, ET-polynomials.

The construction of the ET-polynomials depends on a new property of the
Euler polynomials, and so it will be helpful to recall what these classical
polynomials look like; see Nor/und [5].

oo

- E, (x)

1
2

- ...
1

FIGURE 3

~,
"

o

We note that the odd order Euler polynomials are odd about x 1with
a zero at x l, while the even ones are even about x = l and have zeros
at x 0 and x I. So the functions defined by

F;~'_l(X) (3.1 )
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are polynomials.
Now let us recall the definition 01' a real Chebyshev set on an interval I.

A set ep of continuous real functions 4)1 ..... 1)" defined on I is a Chehysher
system if the following condition is satisfied: Each nontrivial polynomial

P aiTI a"T" has at most n I distinct zeros on I. Such systems
are particularly important in approximation theory because or the character­
ization theorems for best approximation from such systems.

At any rate. with these definitions in mind we can state the foilO\ving
theorem.

THLORHI -, Let I if. Then Ihe sel oj/ullclions

pmns a Chehysher Sl'Slell1 on the closed i/llenal [0, n
And we can also state the next theorem.

TIlEORLM J. Lei 0 p if. Then Ihe set oj/illlclio/ls

.limns a C/lehysher system Oil Ihe closed inlenal [0. H

We can also establish the following proposition, which IS very simiiar to
Chebyshev's theorem characterizing best approximations.

PROPOSITION I. I.et :j;(x).... /;.(x): he a Chehysher SI'stem on [a, h) and
define

g/(x) (x a)/,(x) 1,2. .... k. (.1 ..1)

Let F(x) he a continuousjimclion on [a, h) uanishing at a. lhen there exists a
uniifue linear combination L: 1 a/gi(X) oj' best approximation in rhe unij'orm
norm 10 F(x). This hest approximation is uniifuely characterized hl' a k I
point equioscillation property. i.e., there exist k J poinrs a XI

x~ XI. ,-1 h where the error function assumes the ralue oj'its norm
with alternating signs.

We can now easily describe the ET-polynomials. Using Theorem 2 and
Proposition I together with the fact that £z,,(x) vanishes at x O. we define
the ET-polynomial £2".21'1(X) as the unique polynomial of the form

(3.4)
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with the property that in the interval [0, .~]

291

minimum. (3.5)

COROLLARY 1. The polynomial E~",~)) I(X) is uniquely defined among all
polynomials of the form (3.4) hy the following cquioscillation: Iherc are

q p I points x, sati,lj)'ing ° Xl X~ X" l' ( I ~ such that
E~(',~"_l(X(,) assumes the l'alue of E~",~))-l! I with alternating signs as l' !'III1S

FOIll I to q pi-I.

In a similar way and using Theorem 3 together with the fact that
E~'I+1n) 0, we define the ET-polynomial £~" 1.2 ,,(x) as the unique poly-
nomial of the form

with the property that in the interval [0, ~]

(3.6)

E,;!.ri-il,~JJ = mllllmum. (3.7)

COROLLARY 2. The polynomial E~'lTu,,(x) is uniquely defined among all
polynomials of the form (3.6) by the follmring equioscillation property: There

arc points x,,' satisfying ° Xl x~' x;/ /1!1 <: ~ such that
E2(l! L~IJ(X,,') assumes the l'alues £2'1' 1,2J! ! f with alternating signs as J! runs
li'om I to q pi I.

Now using the ET-polynomials we can construct the desired optimal
perfect splines in the cases where the degree and the order of the continuity
class are of different parity.

Consider firstjP~~ 1. By (3.4) E2'/'~1J-1(X) is a linear combination of even
order Euler polynomials and so is even about x1. Furthermore, from the
boundary conditions (2.2) enjoyed by the Euler polynomials. E~([.~[)-l inherits
the following boundary conditions:

So defining

J!= 0, I ..... 2p- 1. (3.8)

and

for 0 X (3.9)

we conclude easily that

for all x, (3.10)
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We can now state the following theorem.

THEOREM 4. Olall PIx) E ,1l~':'-\ only E~q,~l' I(X) has least sup-norm.

In a similar way we can handle1lg'j'I' l:'~,,+l,~J'(x) is odd about x
and by (2.2) and (3.6) has the following boundary conditions:

I
",

So defining

I' 0, I, ... , 2p.

and

for ° (3.11 )

I) for all x. (3.12)

we see that

E~'J,~"-l(X) is the unique pO(l'IIomial

and we have the following theorem.

THEOREM 5. DIal! PIx) E1'~;;H' only E~"l,~I,(X) has least sup-norm.

As corollaries to these two theorems. we have the following.

COROLLARY 3. The polynomial E(x)

satisfying the following conditions:

(I) E(x) X~'I . '- lower degree terms:

(2) P'I(O) PI( I). )J 0, I, ... , 2p I:

(3) E(x) has least sup-norm in [0, I].

COROLLARY 4. The po(vnomial F(x)
satis/)"ing the fo/lmvil1g conditions:

E~'1I].~I'(x) is the unique polynomial

( I) E(x)=- X~'I J ! lower degree terms:

(2) P'W) PI(I), ]' 0, I, ... , 2p:

(3) E(x) has least sup-norm ill [0. I].

Curiously enough, the same perfect splines which settle the problem in PJ:"T
when III and I' are of different parity also yield the desired result when the
parity of m and r is the same.

THEOREM 6. Or all P(x) E;P~::~i , E~"ll.~I'(X) has least slip-nom:.
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TmOREvl 7. DIall Pix) E .Y;~(;(-2, E2Q ,2P-l(X) has least sup-norm,

The question of unicity here is as yet unsettled.
For low values of r, r c== I and 2, the ET-polynomials can be easily

constructed explicitly. For example, consider E2Q .1 , and let ex denote the
least zero and (3 the largest zero of the Chebyshev polynomial T,,,(x). Then
we have the following theorem.

x) (3x).

This theorem is easily verified. In the tlrst place, the right side of the above
equality is even about x ccc .~ and it is a polynomial with highest term X 2

(1.

Also on [0, }] the polynomial has q points of equioscillation. and this fact
together with Corollary I establishes the theorem,

In a similar manner we can construct E2(hljX). For starting with T2(Hl(x)

and denoting the least zero and the largest zero of T~(l' 1(X) by,' and f3'
respectively. we can establish as above the following theorem.

x) (:I'x).

4. Two LEMMAS OF SCHOE?\iBERG A~[) ZIEGLER CONCER1\ING

ZEROS OF CARDINAL SPLI"iE FUNCTfONS

To state these two fundamental lemmas, we need some notation, Let Y/
be the class of cardinal spline functions of degree 11 belonging to the continuity
class C"(R) (I r n -- I). We denote by .eJ,,' the subclass of .9';,' consisting
of all splines Sex) such that

S(x) ° 111 (11.11 t I) for any 11. (4.1)

We then count the zeros of any S(x) (c .cJ,,' in the following manner: If ::: is
not a knot, we have a zero of multiplicity k provided

while
S(:::) c- S'(:::) ....'.~' SII,-lI(:::) o.

If::: is a knot of multiplicity I, we may use the same definition for k 11 I.
Now let Z{Sex); [a, h]} denote the number of zeros of Sex). counting

multiplicities as above. in [a, h].

Lr:\lMA I. Let S(x) E .9"". Then

Z{S(x); [0, kli 11 +- (k - 1)(11 r). (4.2)
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The second lemma concerns functions which weakly oscillate about zero
and yields a lower bound on the number of zeros of such a function.

LEMMA 2. Let S(x) iCVn'. r I. and assume Ihat Ihere exisl points

0 <I \;! \:!.~ I. (4.3)

such Ihal wilh E or I.

E( -I)' Set, II) o. I. ~ 2s: II O. I. ... (4.4)

Theil
Z:S(x): [0. k]: 2sk I. k 1.2.... (4.5)

For the proofs of these two lemmas. we refer the reader to the paper of
Schoenberg and Ziegler [9].

S. PROOfS O! TIIl:,OfU'vlS 2 A"U 3

Proof of Iheorelll 2. Suppose. to the contrary. that the collection
'£.2"(.X). £"2/" "2(x) ..... R"2q(x) does not form a Chebyshev set. Then there exist
q p --- I points 0 XI X"2 X'I I' I ~ which are zeros for the
nontrivial polynomial

Q(X)

Then by (3.2)

XQ(x)

(0

(0

.\ ~ ).

~ )

and xQ(x) must have zeros at 0, XI ' Xc , .... .1"1 /' I .

Now consider the extension of xQ(x) defined by

S(x) xQ(x)

Then clearly S(x)'l~,; 1. and in each interval
2q 2p 2 zeros. This is true even if X q _ /I l

a double zero because of the evenness of I~'", .
Thus. we clearly must have

[v, ]' I) S(x) has at least
J. for then x J must be

ZtS(X): [0, k]: k(2q 2p 2).

On the other hand from Lemma I we obtain

7:S(.x): [0, k]) 2q + (k 1)(2q -- 2p I).
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But for sufficiently large k these two inequalities are contradictory, and so
our original system must in fact be a Chebyshev system. I

Prool oj' Theorem 3. Suppose, to the contrary, that the collection
E2jHl (X), E2JJ :1(X), .... E2<J+l(X) does not form a Chebyshev set. Then there
exist q p I points 0 Xl X 2 X" /1ill which are zeros
for the nontrivial polynomial

Then by (3.1)

and (X - ~) Q(x) must have zeros at

X:2 <;: ... X q __ p I 1
!...

Now consider the extension of (x - - ~) Q(x) defined by

S(x) (x-- ~) Q(x)

Then clearly S(x) E:<J~~' l' Counting the zeros of S(xj in any interval
[v. v I), we find:

if XI O. X,/ )) I ~. then 2(/ - 2p -i 3 zeros;

if Xl = 0, x'/_j, 11~' then 2q -. 2p + 2 zeros;

if XI 0, X'l-JJ I ~, then 2q - 2p' 3 zeros:

if Xl O. X"-]l-1 =c ~. then 2q -- 2p + 2 zeros.

So in any case we have

Z:S(X); [0. k]:

while by Lemma I

k(2q - 2p -1- 2),

Z{S(X): [0, k]j 2q - J t- (k- 1)(2q 2p'- I).

Again for sufficiently large k these two inequalities are contradictory, and
so our set must be a Chebyshev system. I
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6. PROOF OF PROPOSITIOl\;

Clearly from the linear theory, we know that there exists a polynomial of
best approximation (see Lorentz [4, p. 17]). Suppose

Pix)
/;

I (',,I;,(x)
'c01

(6.1)

is such a best approximation to F(x), i.e ..

F(x) Pix): ~= ~

where P(.1') is any other linear combination of the form (6.1). We show that

h(x) = F(x) Pix)

must take on the values :r ( with alternating signs at k i 1 points.
Set

Ai :X fCc [a, b] h(x) <I
~ I,

A- :xt-: [a. b] h(x) ',.-/

~,

and

A = A u A-

Clearly these sets are closed and A (l A . Now if there does not exist
a k --j- 1 point equioscillation, then we must be able to divide [a, h] into at
most k mutually disjoint open intervals

such that

A C U 1~1_1 •

A- C U 121

(6.2)

(or perhaps the other way around).
Now using the Chebyshev property of the fJx), we can easily construct

I,

Q(x) I bJ,(x)
101

so that
Q(x) 0 on U121 I

(6.3)
Q(x) 0 on U12i •
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It follows that
(x ~ a) Q(x) < 0

(x- a) Q(x) 0

and (6.2) and (6.4) together imply

on U 12i - 1 '

on U /2i

(6.4)

max (x -- a) Q(x) hCx) < O.
xEA

(6.5)

(6.5) contradicts the Kolmogorov condition for a best approximation
(see [4, p. 18]). So we conclude that hex) must exhibit k + I points of
equioscillation, as claimed.

Conversely, let us assume that there exists a P(x) of the form (6. I) such that

hex) c= F(x) - P(x)

has k 1 points of equioscillation, and hex)' == r We then claim that P(x)
must be the unique best approximation to F(x). For suppose there were to
exist some p(x) of the form (6.1) with

and consider
F(x) "(x).:

g(x) (F(x) - p(x)) (F(x) - P(x))

= P(x)- P(x).

(6.6)

(6.7)

Now g(a) = 0 and there are k more zeros because of (6.6) and the equi­
oscillation requirement. So g(x) has at least k + 1 zeros. But by (6.7) and (3.3)

Ie

g(x) I Cig";(.X)
£=1

Ie:

(x- a) I cJJx) =.~ (x- a) f(x),
i ~,,--1

where f(x) = 2:;~1 c,I(x). Then f(x) must have k zeros, which contradicts
our assumption that thefJx) form a Chebyshev system. I

7. PROOFS OF THEOREMS 4 AND 5

Turning our attention to Theorem 4, we consider E2'1.2J11(X) and denote by

X Q P :-1 = -~

its q - p -, I points of equioscillation. That X q - P - 1 .~ is indeed a point of
equioscillation for E2Q ,2J1-1(X) is easily shown by arguments similar to those
which established Theorems 2 and 3. Define

X 2'1-2IJ+'2.--i I ...- Xi i=c I .... , q- p.
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Then since E:!.r,,~), 1 is even about x ~ and periodic, we see that the
function attains extreme values with alternating signs at the 2q 2p
points Xi in (0, J) and at all points congruent to these modulo I,

NO\\1 to sho\v that £'21,.:2))-1 is of least sup-nornl within the class ·yJ~t ]
suppose to the contrary that there did exist F(x)f'~,;' 1 such that

! F(X)I, 17, I)

Consider the spline function

S(x) (7,2)

which we suppose docs not vanish identically, Note that

S(x) .'/g i .
1n fact

For if no1, then we can assume that for some /I

0.3)

0.4)

S(x) - 0

S(x) ()

if /I

if /I

X 17,

X /I I.

However, S(x) E C 2 ;,- '(R), and so we must have

S(x)
'2//--1

I (',(x·- /I) for II .\ I!
I
I, (7,5)

where not all of the c,_ vanish.
But by (7.1) and (7.2) together with the lq 2p":- 1 point equioscillation,

we conclude that S(x) must have lq --- 2p zeros in the interior of [11, 17 ! I],

and when we count the zero of multiplicity 2p J at x 17, we find that
S(x) has 2q zeros in [17, 17 1], which is a contradiction since S(x) is a
polynomial of degree lq 1 there. So S(x) E-cJ~::_-ll .

So we can use Lemma 2 to conclude that

Z{S(x); [0, k11 k(2q - 2p I) - I. 0.6)

On the other hand, Lemma 1 shows that

Z{S(x); [0, k]) 2q - I ! (k J)(2q - 2p)

which contradicts (7.6) for large k. This settles Theorem 4. I
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Theorem 5 is handled in a similar manner, and so may be passed over
without due concern.

8. PROOFS OF THEORB1S 6 AND 7

For these two final theorems, we need a new approach. We will use the
Rivlin-Shapiro criterion for a best approximation, but this criterion. like the
Kolmogorov criterion, is only applicable when the space in which the
approximation is sought is finite dimensional. It is well known that the space
of spline functions with infinitely many knots is not finite dimensional, and,
therefore, we will have to seek some way to transform our problem to a finite
dimensional setting.

The way home is indicated by Theorems 4 and 5. There it turned out that
the optimal splines satisfied the relation F(x I- I) =-F(x) for all x, and
that this is no accident is shown by the following lemma.

LEMMA 3. IfF(x) is an element oj £1;" r a/finite sup-norm " then there exists
an element F*(x) of Y;"r vJlOse norm is (, and this element has thejol/owing
periodicity relation:

F*(x -,.- 1) = - F*(x)

Proof: Consider the sequence of functions

n-l

Fn(x) ~'.. l/n L (--I)" F(x·1 v)
)!=,o

for all x.

n c= I, 2, ....

These functions obviously belong to £I;"r and moreover

The sequence {Fn } is compact. Tn fact, on the interval [0, 1], we have merely
a uniformly bounded seq uence of mth degree polynomials which, therefore,
clearly has a convergent subsequence. This observation is valid for every
subsequence in each unit interval, and so we can use the standard diagonal
process to establish the existence of a subsequence Fn(x) convergent on
(~co, co) and the convergence will be uniform on comp~ct intervals.

Denote the limit function by F*(x). Then clearly! F* 11
,,_ " and F* EO :31;,".

As for the periodicity relation, consider

n-l

Fn(x -;- 1) = lin L (-1)" F(x + 1 + v)
v=o

n-l

~ lin I (-1)v F(x + v) + Oln)(F(x) + (_1)n-1 F(x + n)).
v=o
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Letting 11 ,=c 11 i >- eN, and using the boundedness of F on ( YJ. CD) we obtain

F*(x- I) F*(.\:). I

Before turning to the proof of Theorem 6, let us recall the RivlinShapiro
criterion for the rear case ([6]: see arso [4, Chapter 2, Section 3]). We consider
a real Banach space C[J], where f is any compact set, in particular [0, I].
Also suppose we have a finite set of real-valued functions rJJ C C[I], and let Q
denote any element in the n-dimensional linear span of rJJ. Then a (real)
signature CT on f is a function whose support consists of a finite number of
points and whose values are I. Such a signature a with support
S = {Xl ,... , X,} will be called an extremal signature (with respect to the
system rJJ) if there exists a function p., with support S for which

1,2,.... r

and
,.
I p.,(x,J Q(xr.l ,. 0
1.--[

for all rJJ-polynomials Q. Then we can state the following.

CRITERION (Rivlin-Shapiro). A rJJ-polynomial P, not identically equal to
the function f to C[f], is a polynomial of best approximation for f if and only if
there exists an extremal signature a with support S .= {Xl ,...• X,.} contained
in the set of equioscil/ations off -- P and such that

r 1/-'-1

and
sign [f(xIJ P(x,.,)] = a(xr.l k L 2,. .. , r.

We can now turn to Theorem 6. From Corollary 4 we have that EZQtl.zP(x)
is of all polynomials of the form

2Q

L c,E)x)
v=o2p-i 1

the one which has least sup-norm on [0, I]. This may also be viewed as the
error function obtained when approximating EZQil(x) by linear combinations
of the Euler polynomials E,(x), I' 2p -1- I, ... , 2q, in total2q 2p functions.
We would expect a 2q 2p I point equioscillation property for the error
function, but in fact on [0. I]. EZQt 1,2J' has 2q -- 2p 2 points of equioscil­
lation. This difference leads us to suspect that even if we increase the
dimension of the approximating space by adjoining the function Ezp(x) we
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will still get the same best approximation to £2'1 +1(X). And in fact the above
Lemma 3 shows that this observation is essentially the content of Theorem 6.

Proof of Theorem 6. Using the Rivlin-Shapiro criterion, we show that
E2q , L2P(x) is a best approximation of E2q-;-1(X) by elements of the 2q 2p'- I
dimensional subspace

As before let x;', i =, 1, ... , q .. p +- I, denote the equioscillations of

E2'l11.2rlx) in [0, }) described in Corollary 2. Define

I, ... , q- p l.

The set {x;' i ,~c 1, ... , 2q - 2p 2} exhibits all the points of equioscillation
in [0, 1] for £2q-H.2P(X). To show that the Rivlin-Shapiro criterion is satisfied,
we must prove that there exists a set of weights WI .... ' W 2,,-2))+2 such that

and

2q-2P+2

I lI'jE,.(x/) = °
;-=,1

jJ c= 2p, 2p- I,... , 2q, (8.2)

the weights alternate in sign.

Select skew-symmetric weights, as follows:

(8.3)

IVi = (__ 1)1+1 Pi,
i = J, 2, ... , q -- p c_ 1, (8.4)

----H'i,

where the P;'s are positive and are to be determined.
By the symmetries involved, relation (8.2) is valid for all even degree

polynomials £2v(X), We need only prove that for a suitable choice of positive
numbers PI"'" Pq-P.+l (8.2) will hold for the odd degree Euler polynomials.
The odd symmetry of E2v-;-1(X) about} indicates that (8.2) will hold if the P;'s
satisfy

Q--jJ-t-l

L (·-Il+! Pj E2v+l(x/) = 0,
j~l

v p, p \- l. ... , q -- I. (8.5)

This amounts to a homogeneous system of q -- p equations in the
q -- p --;-- 1 unknowns P j • It follows easily from Theorem 3 that all minors
of order q .- p of the coefficient matrix of this system are strictly of one sign,
and, therefore, (8.5) admits a solution with Pi -". 0. So the Rivlin-Shapiro
criterion is satisfied, and Theorem 6 is complete. I



302 CAVARETTA. JR.

Proof of Theorem 7. Here we proceed much like above. We wish to prove
that E~'l,~))-l(X) is the best approximation to E~,/x) using linear combinations
of the 2q-- 2p 1 functions

Denote as in Corollary I the q -- p -; I points of equioscillation of E~".I! j(x)

and define

o ,-
"If II I

I ..... q p.

Then the set:x, 1.2.... 2q -- 2p I: exhibits all the points of equi­

oscillation in [0, I] of £2",")'-1(X), We now must exhibit a set of weights
1i'1, \1'2 ..... 11'~'I_"))_ I such that

and

';lH- 211 1

I tl'j£)Xj)
jl

o 1, .... 2q (/).6)

the weights alternate in sign.

We select symmetric weights as follows:

(/).7)

1\'2(f,-~p-2---i =--~- 11'; ,

\\', (_1),,1 P" 1,2, ... , q -- p

i c .= 1,2 ..... q--p,

I,
(8.8)

where Pi O. These weights clearly satisfy (8.7) and due to the symmetries
involved (8.6) is valid for the odd degree Euler polynomials. For the even
degrees, (8.6) is a consequence of

(j-1Hl

I
j.~l

O. I' p,p I. ... , q I. (8.9)

a system of q p equations in q- p I unknowns. and as before by
Theorem 2 this system has a positive solution PI . O.
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